Introduction: Nanotubes are seamless cylinders obtained by rolling a one dimensional grapheme sheet shown below in Fig. 1. The lattice is a honeycomb structure representing one layer of crystalline graphite or grapheme. Here, $a_1$ and $a_2$ are unit vectors of the hexagonal lattice. The chiral vector is constructed as: $C_h = na_1 + ma_2$. When we join OB with AB', we get a seamlessly joined single wall carbon nanotube represented by (n,m). Lines OB and AB’ cross the hexagonal lattice at equivalent points.

Fig. 1 Graphene layer showing hexagonal honeycomb structure.
OA defines the chiral vector $\mathbf{C}_h$ and $\mathbf{Ob}$ the translational vector $\mathbf{T}$, and the rectangle $\text{OABB}'$ defines the unit cell for the nanotube where $n=4$ and $m=2$. A chiral nanotube has chemical bonds that are not parallel to nanotube axis $\mathbf{OB}$, there is an angle $\theta$ between the two.

There are three types of nanotubes:

A. Armchair nanotubes $(n,n)$, $\theta = 30^\circ$

B. Zigzag nanotubes $(n,0)$, $\theta = 0^\circ$

C. Chiral nanotubes which have axial chiral symmetry. $0 < \theta < 30^\circ$

**Metallic vs semiconducting nanotubes**

Q.1. What are the $n,m$ numbers for a metallic and semiconducting carbon nanotube.

$n,m$ numbers for metallic tubes are when $n$ and $m$ are equal or there is a difference of multiple of $3l$ where $l$ is an integer.

$$n = m \quad \text{Example;}(1,1),(2,2),(3,3)....$$

or $n - m = 3l$  Example; $(3,0),(6,0),(9,0)$

$$l = 0, 1, 2, 3 \quad (4,1),(7,1)$$

$$(10,1) \quad (5,2),(8,2) \quad l = 1, 2$$

Nanotubes are semiconducting when

$n-m= 3l \pm 1$ (here, $l=0, 1, 2, 3, \ldots$)

**Diameter of a nanotube**

Q.2. What determines the diameter of a single wall carbon nanotube?

The diameter of a single wall CNT is expressed as:

$$d_t = \frac{\sqrt{3}a_{c-c}}{\pi} (m^2 + mn + n^2)^{1/2}$$

$$= \frac{C_h}{\pi}$$

$C_n$ is the length of Channel Vector $\vec{C}_n$

$a_{c-c} = 1.42\text{Å} = C - C$ bond length.

Angle $\theta$ as defined in Fig. 1 is expressed as: $\theta = \tan^{-1}[(3)^{1/2} * m/(m+2n)]$
Energy level difference between conduction and valence band levels

Fig. 2. Energy levels as a function of n,m value and nanotube diameter d. (reference by Saito and Kataura, p.213, topics in applied physics TAP 80, Springer Verlag, 2000 (Editors, M. Dresselhaus, G. Dresselhaus, and Ph. Avouris).

**Single wall vs multi-wall nanotubes** Notes page 130 (Z. Luo and F. Papadimitrakoppulos)

---

**Classification of carbon nanotubes: number of layers**

*Multi-Wall carbon nanotubes (MWNT)*

*Single-Wall carbon Nanotubes (SWNT)*

(From: A. Rochefort, Nano-CERCA, Univ. Montreal)

(From Delaney et al., Science 1998)
Density of states for semiconducting and metallic nanotubes
The density of states plots are similar to nanowires.

![Graph of density of states for semiconducting and metallic nanotubes](image)

**Fig. 7.** The 1D electronic density of states vs energy for several metallic nanotubes of approximately the same diameter, showing the effect of chirality on the van Hove singularities: (10,10) (armchair), (11,8), (13,7), (14,5), (15,3) and (18,0) (zigzag). We only show the density of states for the conduction $\pi^*$ bands.

Absorption of photons and exciton formation: Exciton binding energies are quite high in CNTs due to their low dielectric constant. Lower energy peaks correspond to excitons. Notes.

---

**Excitons Domination**

![Graph of exciton absorption](image)

Draw the density of states for metallic and semiconducting CNTs.

**Metallic**

**Semiconductor**

![Zone-folding picture of CNT around K point](image)

**See p. 132 (notes)**

**Semiconducting nanotubes: n-type and p-type**

- **n-Channel CNT-FET**
- **p-Channel CNT-FET**

* **a. Conductivity type**
  - Vacuum annealing or Oxygen exposure makes CNTs as n-type.
  - Potassium Doping of CNTs
    - Makes them p-type nanotubes.
    - Resulting in n-channel CNT FET.
      - This results in a p-type FETs when n-doped tubes

PMMA is a coating that protects CNT from oxygen

(Polymer, Electron Beam resist): Reference by V. Derycke, et al. see pages 8 and 9 (this set)

* **b. Channel mobility in CNTs?**
The carriers do not see any scattering at all. C-C bonds are generally complete.

In case CNTs have broken bonds or other species are adsorbed on their surface, the mobility will be reduced.

**Growth of CNTs using chemical vapor phase deposition:**

**Growth mechanism**

[Diagram of growth mechanisms]

**Furnace system for chemical vapor deposited CNTs:**

**Synthesis: CVD**

- Gas phase deposition
- Large scale possible
- Relatively cheap

- SWNTs / MWNTs
- Aligned nanotubes
- Patterned substrates
CNT FETs:

IBM group led by Dr. Phaedon Avouris reported CNT FETs (Martel et al in Appl Physics letters in 1998). References attached. The FET gate is Si and gate insulator is SiO$_2$ as shown below.

The drain and transfer electrical characteristics are shown below.
The output characteristics of an inverter were reported by Dercyke et al. (Nano letters in 2001).

Figure 2. Fabrication of a voltage inverter ("NOT" logic gate) using two nanotube FETs. Initially the two CNTFETs are p-type. One of them is protected by PMMA, the other is not. (a) After vacuum annealing both CNTFETs are converted to n-type. (b) The two CNTFETs are exposed to oxygen (10$^{-3}$ Torr of oxygen for 3 min). The unprotected n-CNTFET (black curve) converts back to the original p-type, while the protected CNTFET (red curve) remains n-type. (c) The two complementary CNTFETs are wired as shown in the schematic. (d) Characteristics of the resulting intermolecular inverter ($V = \pm 1.5$ V) are shown.

Additional details of inverter top view and characteristics are shown below.
In 2013 year a 1-bit computer was fabricated (reference to be distributed) using p-CNTFET logic.
Carbon nanotube computer

Max M. Shulaker1, Gage Hills2, Nishant Patil3, Hai Wei4, Hong-Yu Chen5, H.-S. Philip Wong6 & Subhasish Mitra7

The miniaturization of electronic devices has been the principal driving force behind the semiconductor industry, and has brought about major improvements in computational power and energy efficiency. Although advances with silicon-based electronics continue to be made, alternative technologies are being explored. Digital circuits based on transistors fabricated from carbon nanotubes (CNTs) have the potential to outperform silicon by improving the energy-delay product, a metric of energy efficiency, by more than an order of magnitude. Hence, CNTs are an exciting complement to existing semiconductor technologies1,2. Owing to substantial fundamental imperfections inherent in CNTs, however, only very basic circuit blocks have been demonstrated. Here we show how these imperfections can be overcome, and demonstrate the first computer built entirely using CNT-based transistors. The CNT computer runs an operating system that is capable of multitasking: as a demonstration, we perform counting and integer-sorting simultaneously. In addition, we implement 20 different instructions from the commercial MIPS instruction set to demonstrate the generality of our CNT computer. This experimental demonstration is the most complex carbon-based electronic system yet realized. It is a considerable advance because CNTs are prominent among a variety of emerging technologies that are being considered for the next generation of highly energy-efficient electronic systems3,4.

CNTs are hollow, cylindrical nanostructures composed of a single sheet of carbon atoms, and have exceptional electrical, physical and thermal properties5–7. They can be used to fabricate CNT field-effect transistors (CNFETs), which are promising candidate building blocks for the next generation of highly energy-efficient electronics5–7. CNFET-based digital systems are predicted to be able to outperform silicon-based complementary metal–oxide–semiconductor (CMOS) technologies by more than an order of magnitude in terms of energy–delay product, a measure of energy efficiency2–4.

Since the initial discovery of CNTs, there have been several major milestones for CNT technologies: CNFETs, basic circuit elements (logic gates), a percolation-transport-based decoder, stand-alone circuit elements such as half-adder sum generators and D-latches, and a capacitive sensor interface circuit10–16. Yet there remains a serious gap between these circuit demonstrations for this emerging technology and the first computers built using silicon transistors, such as the Intel 4004 and the VAX-11 (1970s). These silicon-based computers were fundamentally different from the above-mentioned CNFET-based circuits in several key ways: they ran stored programs, they were programmable (meaning that they could execute a variety of computational tasks through proper sequencing of instructions without modifying the underlying hardware17) and they implemented synchronous digital systems incorporating combinational logic circuits interfaced with sequential elements such as latches and flip-flops18. It is well known that substantial imperfections inherent in CNT technology are the main obstacles to the demonstration of robust and complex CNFET circuits19. These include mis-positioned and metallic CNTs. Mis-positioned CNTs create stray conducting paths leading to incorrect logic functionality, whereas metallic CNTs have little or no bandgap, resulting in high leakage currents and incorrect logic functionality20. The imperfection-immune design methodology, which combines circuit design techniques with CNT processing solutions, overcomes these problems20,21. It enables us to demonstrate, for the first time, a complete CNT computer, realized entirely using CNFETs. Similar to the first silicon-based computers, our CNT computer, which is a synchronous digital system built entirely from CNFETs, runs stored programs and is programmable. Our CNT computer runs a basic operating system that performs multitasking, meaning that it can execute multiple programs concurrently (in an interleaved fashion). We demonstrate our CNT computer by concurrently executing a counting program and an integer-sorting program (coordinated by a basic multitasking operating system), and also by executing 20 different instructions from the commercial MIPS instruction set22.

The CNT computer is a one-instruction-set computer, implementing the SUBNEG (subtract and branch if negative) instruction, inspired by early work in ref. 23. We implement the SUBNEG instruction because it is Turing complete and thus can be used to re-encode and perform any arbitrary instruction from any instruction-set architecture, albeit at the expense of execution time and memory space24,25. The SUBNEG instruction is composed of three operands: two data addresses and a third partial next instruction address (the CNT computer itself completes the next instruction address, allowing for branching to different instruction addresses). The SUBNEG instruction subtracts the value of the data stored in the first data address from the value of the data stored in the second data address, and writes the result at the location of the second data address.

The next instruction address is calculated to be one of two possible branch locations, depending on whether the result of the subtraction is negative. The partial next instruction address given by the present SUBNEG instruction omits the least significant bit. The least significant bit is calculated by the CNT computer, on the basis of whether the result of the SUBNEG subtraction was negative. This bit, concatenated with the partial next instruction address given in the SUBNEG instruction, makes up the entire next instruction address. A diagram showing the SUBNEG implementation is shown in Fig. 1a.

As our operating system, we implement non-preemptive multitasking, whereby each program performs a self-interrupt and voluntarily gives control to another task26. To perform this context switch, the instruction memory is structured in blocks, and each block contains a different program. To perform the self-interrupt, the running program stores a next instruction address belonging to a different program block; thus, the other program begins execution at this time. During the context switch, the CNT computer updates a process ID bit in memory, which indicates the program running at present. An example of the operating system running two different programs concurrently is shown in Fig. 1b. The circuitry of the CNT computer is entirely composed of CNFETs, and the instruction and data memories are implemented off-chip, following the von Neumann architecture and the convention of most computers today. The off-chip memories perform no operation other than storing instructions and data.
The SUBNEG instruction contains the partial next instruction address read from the instruction memory and saved in a bank of ten D-latches. On the first clock (Clock1), the SUBNEG instruction is fetched, and the value is saved in a D-latch. On the second clock (Clock2), the second data address ([2:0]) is read and the value is saved in another D-latch.

The CNT computer is composed of four subunits: instruction fetch, data fetch, arithmetic operation and write-back. All components apart from the memory are implemented entirely using CNFETs. The SUBNEG instruction is used to perform subtraction and comparison with zero on the two data values supplied by the data-fetch unit.

(1) Instruction fetch: this task supplies instruction memory with the address to read. On the first clock (Clock1), the SUBNEG instruction is read from the instruction memory and saved in a bank of ten D-latches. The SUBNEG instruction contains the partial next instruction address (as explained above), and the addresses of the two single-bit data values to operate on (represented as [A] and [B], both of which comprise three bits).

(2) Data fetch: this task supplies the data memory with the addresses given by the SUBNEG instruction to read. On Clock1, the first data address ([A]) is read and the value is saved in a D-latch. On the second clock (Clock2), the second data address ([B]) is read and the value is saved in another D-latch.

(3) Arithmetic operation: this task performs the computation (subtraction and comparison with zero) on the two data values supplied by the data-fetch unit.
(4) Write-back: this task writes back the result of the SUBNEG ($B - A$) in the data memory at the address of the second data address. On the third clock (Clock3), the result from the arithmetic-operation unit is saved in two D-latches. Simultaneously, Clock3 enables the write-back to the data memory. D-latches from the instruction-fetch unit supply the data address, and the D-latch from the write-back stage supplies the value to be written.

A timing diagram depicting the above description and using three non-overlapping clocks is shown in Fig. 2b.

The CNFET computer is composed of 178 CNFETs, with each CNFET comprising ~10–200 CNTs, depending on relative sizing of the widths of the CNFETs. Figure 3 shows transistor-level schematics of the subcomponents, D-latches and the arithmetic unit. We use logic circuits that use only p-type transistors, because our CNFETs are p-type without modifications. Consequently, relative sizing of the widths of pull-up and pull-down CNFETs is crucial; the ratio of all pull-up CNFET widths to pull-down CNFET widths in our design is either 20:1 or 10:1 (Methods). There is a maximum of seven stages of cascaded logic in the computer, demonstrating our ability to cascade combinational logic stages, which is a necessity in realizing large digital systems.

The CNFET computer is composed of 178 CNFETs, with each CNFET comprising ~10–200 CNTs, depending on relative sizing of the widths of the CNFETs. Figure 3 shows transistor-level schematics of the subcomponents, D-latches and the arithmetic unit. We use logic circuits that use only p-type transistors, because our CNFETs are p-type without modifications. Consequently, relative sizing of the widths of pull-up and pull-down CNFETs is crucial; the ratio of all pull-up CNFET widths to pull-down CNFET widths in our design is either 20:1 or 10:1 (Methods). There is a maximum of seven stages of cascaded logic in the computer, demonstrating our ability to cascade combinational logic stages, which is a necessity in realizing large digital systems.

The CNT-specific fabrication process is based on the process described in refs 21, 23, 27, and is described in detail in Methods. Importantly, the fabrication process is completely silicon-CMOS compatible owing to its low thermal budget ($125^\circ$C). We use standard cells for our subsystems, designed following the imperfection-immune methodology, which renders our circuits immune to both mis-positioned and metallic CNTs. Because this method ensures that the immunity to CNT imperfections is encapsulated entirely within standard cells, the fabrication is completely insensitive to the exact positioning of CNTs on the wafer and there is no per-unit customization, rendering our processing and design VLSI (very large-scale integration) compatible. The entire CNFET computer is fabricated completely within a die on a single wafer. Each die contains five CNFET computers, and each wafer contains 197 dies. There is no customization of any sort after circuit fabrication; all of the CNFETs and interconnects are predetermined during design, and there is no post-fabrication selection, configuration or fine-tuning of functional CNFETs. Just like any von Neumann computer, off-chip interconnects are used for connections to external memories. Our CNFET-specific fabrication process and imperfection-immune design enables high yield and robust devices; waveforms of 240 subsystems (40 arithmetic logic units and 200 D-latches) from across a wafer are shown in Fig. 3. The yield of the subsystems, such as D-latches, typically ranges from 80% to 90%. The primary causes of yield loss—particles resulting in broken lithography patterns, adhesion issues with metal lift-off and variations in machine etch rates—are consequences of the limitations of performing all fabrication steps in-house in an academic fabrication facility.

A SEM image of a fabricated CNT computer is shown in Fig. 4a. To demonstrate the working CNT computer, we perform multitasking with our basic operating system, concurrently running a counter program and an integer-sorting program (performing the bubble-sort algorithm). Although CNFET circuits promise improved speed2,4,8, our computer runs at 1 kHz. This is not due to the limitations of the CNT technology or our design methodology, but instead is caused by capacitive loading introduced by the measurement setup, the 1-μm minimum lithographic feature size possible in our academic fabrication facility, andCNT density and contact resistance (Methods). The measured and expected

Figure 3 | Characterization of CNFET subcomponents. a, Top: Final 4-inch wafer after all fabrication. Middle: scanning electron microscope (SEM) image of a CNFET, showing source, drain and CNTs extending into the channel region. Bottom, Measured characterization (current–voltage) curves of a typical CNFET. The yellow highlighted region of the $I_D$–$V_G$ curve shows the biasing region that the CNFET operates in for the CNT computer. b, Top: transistor-level schematic of arithmetic unit. Numbers are width of transistors (in micrometres). Middle: SEM of an arithmetic unit. Bottom: measured outputs from 40 different arithmetic units, all overlaid. c, Top: transistor-level schematic of D-latches. Numbers are width of transistors (in micrometres). Middle: SEM of a bank of 4 D-latches. Bottom: measured outputs from 200 different D-latches, all overlaid.
outputs from the CNT computer (Fig. 4b) show correct operation. To demonstrate the flexibility and ability of the SUBNEG computer to implement any arbitrary instruction, we additionally perform 20 MIPS instructions (Fig. 4c) on the CNT computer. Although the CNT computer operates on single-bit data values, this is not a fundamental limitation, because any multitbit computation can be performed with a single-bit computer through serial computation. Additionally, having shown the ability to cascade logic, fabricating a larger multitbit CNT computer is not a fundamental obstacle, but rather affects only yield; as a demonstration, we show a two-bit arithmetic logic unit (composed of 96 CNFETs with a maximum of 15 stages of cascaded logic) in Extended Data Fig. 2 (see also Methods).

We have reported a CNT computer fabricated entirely from CNFETs, and have demonstrated its ability to run programs, to run a basic operating system that performs multitasking, and to execute MIPS instructions. To achieve this we used the imperfection-immune design methodology and developed robust and repeatable CNT-specific design and processing. This demonstration confirms that CNFET-based circuits are a feasible and plausible emerging technology.

**METHODS SUMMARY**

The fabrication process is depicted in Extended Data Fig. 1. The CNTs are grown on a quartz substrate to yield highly aligned CNTs, and are transferred onto the target SiO2, wafer. Before CNT transfer, the wafer undergoes processing to define bottom-layer wires and the local back gates of the transistors. Lithographically defined trenches are etched using a combination of dry plasma etch followed by wet etch, and are filled by electron-beam evaporation of platinum and smoothed by a subsequent plasma sputter etch. A 24-nm high-k dielectric of Al2O3 is deposited by atomic-layer deposition, and contact holes are etched through this layer to the embedded metal wires and gates through another combined dry- and wet-etch process. After CNT transfer, the source and drain (bilayers of palladium and platinum) are lithographically defined through a lift-off process, and mis-positioned CNTs are etched away using optical lithography followed by oxygen plasma. A metal layer of gold is lithographically patterned with lift-off and connects every other source and drain, and separately connects every gate, effectively forming a single CNFET composed of all of the single CNFETs in parallel. Electrical breakdown is performed once on this entire structure to remove >99.99% of metallic CNTs. This gold layer is then selectively etched away, and the top metal layer connecting the circuit in the proper configuration is lithographically patterned and deposited with lift-off.

**Online Content** Any additional Methods, Extended Data display items and Source Data are available in the online version of the paper; references unique to these sections appear only in the online paper.
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METHODS

The fabrication process is depicted in Extended Data Fig. 1.

**CNT growth and transfer.** The CNTs are grown by chemical-vapour deposition with methane at 865 °C. The growth substrate is an annealed quartz substrate, with parallel catalyst stripes of iron lithographically patterned on the wafer. Quartz is used to achieve 99.5% alignment of the CNTs, which align along the crystalline boundary owing to a minimized Lennard–Jones potential in this orientation. After growth, the quartz wafer with CNTs is coated with 150 nm gold, and a thermal release tape is applied on top of the gold. When this tape is peeled from the wafer, it peels off the gold with embedded CNTs from the quartz wafer. The tape is then applied onto the target wafer and heated to 125 °C, at which point the thermal release tape loses adhesion and is removed from the wafer, leaving the gold with embedded CNTs on the target wafer. The surface of the wafer undergoes oxygen and argon plasma etching to remove any residue from the tape, followed by a selective wet etch to remove the gold, leaving exposed, highly aligned CNTs on the wafer.

**Local back gate.** Before transfer, the target wafer is first prepared, starting with a silicon wafer with 110 nm thermal oxide growth. To form the local back gate and bottom layer of wires, a two-layer resist stack is lithographically patterned on the surface. Following development of the pattern, the wafer goes through a quick oxygen plasma de-scum, followed by an anisotropic O$_2$/SF$_6$ plasma etch. After the plasma etch, a quick HF dip is used to smooth the surface and remove any sidewall deposition from the plasma etching. Next, an adhesion layer of Ti followed by Pt is evaporated, filling the trenches etched in the previous step. The bilayer of resist is dissolved away, lifting off the extra metal and leaving the metal in the trenches. An argon sputter etch follows, and, owing to the difference in etch rate between the Pt and SiO$_2$, the surface of the wafer is smoothed until the offset between the local back gate height and the wafer is less than a nanometre.

**Initial transistor fabrication.** We use a 24 nm Al$_2$O$_3$ as our high-k back-gate dielectric. This is deposited through atomic-layer deposition on the wafer described above, covering the local back gates and bottom-level wires. Before CNT transfer, the deposited surface undergoes an oxygen plasma etch to clean the surface of any contaminants and a forming gas anneal, followed by the CNT transfer process described above. Immediately following transfer is source–drain definition of the individual transistors. A bilayer of resist is patterned and developed, and a bilayer of 20 nm Pd and 20 nm Pt is deposited for both the source and drains. This is followed by a traditional lift-off process. In addition to the source and drain, a second layer of metal wiring is patterned and deposited. This second layer of metal wiring is permanent through the rest of the process. After the metal deposition, mis-positioned and unneeded CNTs are removed by covering the active area of the transistors with photoresist and etching away the unprotected CNTs with oxygen plasma. The layout of the active area of the transistors follows the mis-positioned CNT immune design, and guarantees that no mis-positioned CNTs can cause incorrect logic function. This renders the circuit immune to mis-positioned CNTs. Contacts to the bottom-layer wires and local back gates are lithographically defined and etched with an Ar/Cl$_2$/BCL$_3$ plasma etch, followed by HF dip, with the embedded metal acting as a natural etch stop.

**Metallic CNT removal.** To ensure high $I_{on}/I_{off}$ ratios and correct logic functionality, it is necessary to remove greater than 99.5% of the metallic CNTs from the circuit, while leaving the semiconducting CNTs predominantly intact. This is achieved through electrical breakdown, which biases the gate of the transistor to turn off the semiconducting CNTs off, and pulses a large current through the metallic CNTs, causing Joule self-heating until the metallic CNTs oxidize and are removed, thus no longer conducting current. Rather than performing breakdown on the individual transistors, we employ VLSI-compatible metallic CNT removal (VMR). VMR allows electrical breakdown to be performed on the chip scale. To do so, we lithographically define and pattern a gold layer through the lift-off processes described above. The gold is patterned to short every gate, source and drain together. This effectively forms a single large CNFET, composed of all of the single CNFETs connected in parallel. The shorted structures make use of the power rails and clock distribution networks to minimize area overhead. We then perform electrical breakdown on the entire structure once, enabling quick and efficient breakdown of hundreds of transistors and thousands of CNTs simultaneously (though this is not a fundamental limitation of the size of a VMR structure). After electrical breakdown, the gold layer is removed. The third and final metal layer of Pt with an adhesion layer of Ti is deposited and lifted off, forming the final circuit layout configuration.

**Test set-up.** As shown in Fig. 4a, the CNT computer has four rows of probe pads, each containing 39 pads. A custom probe card is used to probe all of the pads simultaneously, although many of the pads are unused (and are simply present to ensure that the probe tips from the probe card always land on metal). Through the probe card, the pads are either connected to a supply voltage ($V_{DD}$, GND, $V_{BLAS}$) or to the inputs or outputs of the computer (the address outputs and input values to and from the off-chip memories). All other connections are made on-chip, as shown in Extended Data Fig. 3. A National Instrument DAQ (data acquisition hardware, #9264) is used to interface with the probe card and read and write the inputs and, respectively, outputs to the CNT computer, and Agilent oscilloscopes (#2014A) are additionally used to record the analogue traces of the outputs of the CNT computer (Fig. 4b).

**Biasing.** The biasing scheme for the circuits is shown in Fig. 3, with $V_{DD} = 3$ V and $V_{BLAS} = −5$ V. There is no individual tuning of biasing voltages for individual transistors. Scaled supply voltages can be achieved by scaling the transistor channel lengths from 1 μm at present (due to the limitations of academic fabrication capability) to smaller channel lengths.

**Speed.** The probe pads and probe card with connecting wires used to connect to the CNT computer add additional capacitive loading to the circuit, limiting the frequency of operation to 1 kHz. However, this is not a fundamental limitation, because commercial chips are packaged and connected to memory and external devices without the use of probe cards, greatly reducing parasitic capacitances. The speed is also limited by the fact that the CNFET gate length is ~1 μm, set by the minimum lithographic feature that can be patterned in our academic clean-room; in field-effect transistors, on-current increases as the gate length decreases. Lithographic overlay accuracy of ~200 nm further increases parasitic capacitances resulting in reduced speed. Moreover, the CNT density in this work is ~5 CNTs per micrometre, whereas the target CNT density for increased current drive is 100–200 CNTs per micrometre. Several published approaches show promising methods of achieving this target CNT density. CNT contact resistance must also be improved for high-performance circuits, and is another source of variation between devices.

**PMOS-only logic.** Logic circuits which use only p-type transistors are known as PMOS-only logic. The design of PMOS-only logic, which is well documented in the literature, is shown in Extended Data Fig. 4. Extended Data Fig. 4a depicts a PMOS-only inverter, whereas Extended Data Fig. 4b depicts a PMOS-only NAND gate. As is apparent from comparison of the two circuits, the pull-down network is always a single p-type transistor, whose gate is biased to remain on continuously. The pull-up network follows the design of typical CMOS circuits. The p-type transistors in the pull-up network create a conducting path from the output to $V_{DD}$ when the output should be logic 1. When the output should be logic 0, the pull-up network is designed to no longer have a conducting path to $V_{DD}$, and thus, the single p-type transistor in the pull-down network pulls the output to logic 0. The relative sizing of the pull-up network and pull-down network is critical, because the pull-down network is always biased on. Thus, when the pull-up network should pull the output to logic 1, the pull-down network will still be attempting to pull the output to logic 0. Thus, in our design, the transistors in the pull-up networks are always sized with a width of 10–20 times the pull-down transistor width. Exact transistor sizing is shown in Fig. 3.

**Multibit arithmetic unit.** Additionally, having shown the ability to cascade logic, fabricating a larger multibit CNT computer is not a fundamental obstacle, but rather only affects yield; as a demonstration, we show a two-bit arithmetic unit (composed of 96 CNFETs with a maximum of 15 stages of cascaded logic). The two-bit arithmetic unit is shown in Extended Data Fig. 2. The output waveform tests for all possible inputs, and shows correct operation. Additionally, we show that the circuits regenerate the signal between stages, a necessity for cascading digital logic, by highlighting the noise in the 'borrow out' output. Even with noise somewhere within the arithmetic unit (which can have multiple causes: a stage with low swing, electrical noise on the inputs, mobile charges in an oxide and so on), owing to the gain of each stage the final output levels (logic 0 and logic 1) always stay either below or above the threshold for logic 0 or logic 1, respectively (as shown by the horizontal black dotted line).
Extended Data Figure 1 | Fabrication flow for the CNT computer. Steps 1–4 prepare the final substrate for circuit fabrication. Steps 5–8 transfer the CNTs from the quartz wafer (where highly aligned CNTs are grown) to the final SiO$_2$ substrate. Steps 9–11 continue final device fabrication on the final substrate.
Extended Data Figure 2 | Multibit arithmetic unit. a, Schematic of a two-bit arithmetic unit, comprising six individual arithmetic logic units (ALU) as shown in Fig. 3b. b, Measured and expected output waveforms testing all possible input combinations of the two-bit arithmetic unit, showing correct operation.
Extended Data Figure 3 | Internal versus external connections of CNT computer. a, Schematic of the CNT computer, showing that all connections are fabricated on-chip and that only signals reading or writing to or from an external memory are connected off-chip. b, SEM of the CNT computer, showing which connections are made to and from the CNT computer from the probe pads. The SEM is colour-coded to match the coloured wires in a.
Extended Data Figure 4 | PMOS-only logic schematics.  

a, Schematic of PMOS-only inverter.  
b, Schematic of PMOS-only NAND gate.